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Abstract: 

This paper explores various theoretical frameworks that contribute to 

understanding the interaction patterns within multidisplay environments. It examines how 

psychological, cognitive, and human-computer interaction theories inform the design and 

analysis of user interactions across multiple displays. Through a synthesis of relevant 

literature and theoretical perspectives, this study aims to provide insights into the 

underlying mechanisms that shape user behavior and interaction patterns in multidisplay 

settings. 
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Introduction: 

Introduction to multidisplay environments and their increasing prevalence in modern computing 

contexts Importance of understanding user interaction patterns for designing effective 

multidisplay systemsOverview of the research objectives and structure of the paper 

Theoretical Foundations of Multidisplay Interaction: 

Theoretical foundations form the cornerstone for understanding multidisplay interaction, 

encompassing a diverse array of disciplines such as human-computer interaction (HCI), 

cognitive psychology, and spatial cognition. Within the realm of HCI, theories of usability, user 

experience, and interaction design provide essential frameworks for analyzing how users engage 

with multidisplay systems. Principles derived from these theories, such as Fitts' law and Hick's 

law, offer insights into the efficiency and effectiveness of user interactions across multiple 

displays. Moreover, cognitive psychology contributes invaluable perspectives on human 

information processing, attention, and memory, shedding light on the cognitive mechanisms 

underlying multitasking and information management in multidisplay environments. 

Spatial cognition theories further enrich our understanding of multidisplay interaction by 

exploring how individuals perceive, navigate, and interact within spatially distributed 

information environments. Concepts like wayfinding, mental mapping, and spatial memory 

elucidate the cognitive processes involved in orienting oneself and navigating through 

multidimensional display spaces. Integrating these theoretical frameworks provides a 

comprehensive understanding of how users mentally represent and interact with information 

across multiple displays, informing the design and evaluation of intuitive and user-friendly 

multidisplay interfaces. 

Distributed cognition theory emphasizes the role of external representations and collaborative 

interactions in shaping cognitive processes within complex systems. Within multidisplay 
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environments, this perspective highlights the distributed nature of cognition, where users interact 

with information across multiple displays and collaborate with others to achieve common goals. 

Understanding the dynamics of distributed cognition in multidisplay settings is crucial for 

designing collaborative workspaces and supporting effective teamwork among users. 

Overall, theoretical foundations serve as essential frameworks for comprehending the intricacies 

of multidisplay interaction, guiding researchers and designers in developing innovative interfaces 

that optimize user engagement, productivity, and satisfaction. By drawing upon insights from 

diverse disciplines, including HCI, cognitive psychology, spatial cognition, and distributed 

cognition, we can unlock the full potential of multidisplay systems to enhance human-computer 

interaction and facilitate collaborative work in various domains. 

Overview of relevant theoretical domains, including human-computer interaction, cognitive 

psychology, and spatial cognition: 

The study of multidisplay interaction draws from diverse theoretical domains to 

comprehensively understand user behavior and interaction patterns across multiple screens. 

Human-computer interaction (HCI) serves as a foundational domain, focusing on designing 

systems that are intuitive, efficient, and enjoyable for users. HCI theories provide insights into 

interface design, usability, and user experience, guiding the development of multidisplay 

interfaces that optimize user engagement and productivity. 

Cognitive psychology contributes valuable insights into the cognitive processes underlying user 

interaction with multidisplay systems. By examining concepts such as attention, memory, and 

perception, cognitive psychology sheds light on how users process information across multiple 

screens, manage cognitive load, and navigate complex tasks. Understanding these cognitive 

mechanisms is crucial for designing interfaces that support users' mental models and information 

processing strategies. 

Spatial cognition offers another essential perspective for understanding multidisplay interaction. 

This domain explores how individuals perceive, interpret, and navigate spatial environments. 

Theories of spatial cognition, such as wayfinding and mental mapping, provide insights into 

users' spatial awareness, orientation, and navigation strategies within multidisplay environments. 

By incorporating principles from spatial cognition, designers can create interfaces that leverage 

spatial relationships between displays to enhance user comprehension and task performance. 

Furthermore, interdisciplinary approaches that integrate insights from human-computer 

interaction, cognitive psychology, and spatial cognition are increasingly recognized as essential 

for advancing our understanding of multidisplay interaction. By synthesizing concepts and 

theories from these diverse domains, researchers can develop comprehensive models of user 

behavior in multidisplay environments. Such models enable the design of more effective and 

user-centered multidisplay systems that accommodate the complex cognitive and spatial 

demands of modern computing tasks. 

In summary, multidisplay interaction is enriched by drawing upon theoretical foundations from 

human-computer interaction, cognitive psychology, and spatial cognition. By integrating insights 
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from these diverse domains, researchers and designers can develop a nuanced understanding of 

user behavior across multiple screens and create interfaces that are intuitive, efficient, and 

supportive of users' cognitive and spatial abilities. 

Discussion of how these theories inform our understanding of user behavior in multidisplay 

environments: 

Understanding user behavior in multidisplay environments requires a multifaceted approach that 

draws from various theoretical perspectives in human-computer interaction (HCI), cognitive 

psychology, and spatial cognition. These theories provide valuable insights into the cognitive 

processes, perceptual mechanisms, and interaction patterns that shape users' experiences across 

multiple displays. 

Firstly, theories from HCI offer fundamental principles for designing intuitive and user-friendly 

interfaces in multidisplay systems. Concepts such as affordances, feedback, and mental models 

help designers create interfaces that are easy to navigate and understand, promoting efficient 

interaction across displays. Additionally, models like Fitts' law and Hick's law provide 

quantitative frameworks for analyzing the speed and accuracy of user input, guiding the 

optimization of interaction techniques in multidisplay environments. 

Secondly, cognitive psychology perspectives shed light on the underlying cognitive processes 

involved in multitasking, attention allocation, and information processing across multiple 

displays. Theories of attention, memory, and perception help explain how users manage multiple 

tasks simultaneously, allocate attentional resources effectively, and encode spatial information to 

navigate and locate relevant content across displays. By understanding these cognitive 

mechanisms, designers can develop interfaces that support users' cognitive capabilities and 

minimize cognitive load in multidisplay environments. 

Furthermore, spatial cognition theories offer insights into how users perceive, navigate, and 

mentally represent spatial information in multidimensional display setups. Concepts such as 

wayfinding, mental mapping, and spatial memory elucidate how users orient themselves, 

navigate between displays, and maintain spatial awareness in complex environments. Integrating 

spatial cognition principles into interface design enhances users' spatial understanding and 

facilitates seamless interaction across displays. 

Moreover, distributed cognition frameworks emphasize the role of external representations and 

collaborative practices in shaping user behavior in multidisplay environments. By viewing users 

and their technological artifacts as a distributed cognitive system, researchers can analyze how 

information is distributed, processed, and shared across multiple displays within collaborative 

work contexts. This perspective highlights the importance of designing interfaces that support 

collaborative sensemaking and information exchange among users interacting with multidisplay 

systems. 

Overall, the integration of theories from HCI, cognitive psychology, and spatial cognition 

provides a comprehensive understanding of user behavior in multidisplay environments. By 

leveraging insights from these theoretical frameworks, designers can develop interfaces that are 
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not only intuitive and user-friendly but also cognitively supportive and spatially coherent, 

thereby enhancing users' experiences and productivity in multidimensional display setups. 

Human-Computer Interaction (HCI) Theories: 

Human-Computer Interaction (HCI) theories form the cornerstone of understanding how users 

interact with technology. At its core, HCI aims to optimize the usability and user experience of 

computer systems through the application of various theoretical frameworks. One prominent 

theory within HCI is the concept of usability, which focuses on designing interfaces that are 

efficient, effective, and satisfying for users. Usability theories, such as Norman's principles of 

usability, provide guidelines for interface design that prioritize visibility, feedback, and 

affordances to enhance user interaction. 

Another key aspect of HCI theory is the study of user experience (UX), which extends beyond 

mere usability to encompass the holistic experience of interacting with technology. UX theories 

emphasize the importance of emotional and affective responses, as well as subjective perceptions 

of usability, in shaping user satisfaction and engagement. Models like the User Experience 

Honeycomb by Peter Morville and Jesse James Garrett highlight different facets of user 

experience, including usefulness, desirability, and accessibility, contributing to a more 

comprehensive understanding of HCI. 

Cognitive psychology theories also play a crucial role in HCI, offering insights into human 

cognition and information processing mechanisms that influence interaction with computer 

systems. Theories such as cognitive load theory, which examines the mental effort required to 

perform tasks, and models of human memory and attention inform interface design decisions 

aimed at optimizing user cognitive resources and minimizing cognitive overload. 

Furthermore, HCI theories encompass interaction design principles that guide the creation of 

intuitive and engaging user interfaces. Theories like the principles of perceptual organization, 

derived from Gestalt psychology, provide guidelines for organizing visual elements to facilitate 

meaningful perception and comprehension. Additionally, theories of interaction design, such as 

Norman's concept of affordances and signifiers, inform the design of interfaces that effectively 

communicate functionality and encourage intuitive interaction. 

In summary, HCI theories encompass a diverse range of frameworks and models that contribute 

to understanding and improving the interaction between humans and computers. By drawing 

upon principles from usability, user experience, cognitive psychology, and interaction design, 

HCI researchers and practitioners strive to create technology that is not only functional and 

efficient but also user-centered, engaging, and enjoyable to use. 

Principles of usability, user experience, and interaction design in multidisplay systems: 

Principles of usability, user experience, and interaction design are paramount in the development 

of multidisplay systems, which aim to provide seamless and efficient interaction across multiple 

screens. Usability, the cornerstone of user-centered design, emphasizes the importance of 

designing interfaces that are intuitive, easy to learn, and efficient to use. In the context of 
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multidisplay systems, this translates to ensuring that users can easily navigate between displays, 

access relevant information, and perform tasks without unnecessary cognitive load. 

User experience (UX) encompasses the overall impression and satisfaction users derive from 

interacting with a system. In multidisplay environments, a positive user experience hinges on 

factors such as coherence of content across displays, consistency in interaction patterns, and the 

ability to maintain context as users transition between screens. Designing for a cohesive and 

enjoyable user experience in multidisplay systems involves understanding users' goals, 

preferences, and workflow, and tailoring the interface accordingly. 

Interaction design focuses on designing interactions that are meaningful, efficient, and enjoyable 

for users. In the context of multidisplay systems, interaction design entails creating interfaces 

that support fluid interaction across displays, employing intuitive navigation techniques, and 

providing feedback that guides users' actions. Clear visual cues, responsive touchpoints, and 

well-defined affordances play a crucial role in facilitating smooth interaction within multidisplay 

environments. 

A key principle in designing multidisplay systems is consistency, both in visual design and 

interaction patterns. Consistent visual elements, such as color schemes, typography, and 

iconography, contribute to a unified and coherent user experience across displays. Likewise, 

consistent interaction patterns, such as gestures, shortcuts, and navigation pathways, help users 

anticipate how to interact with the system and reduce cognitive effort in task completion. 

Furthermore, accessibility considerations are essential in ensuring that multidisplay systems are 

usable and inclusive for all users, including those with diverse abilities and preferences. 

Designing for accessibility involves providing alternative input methods, accommodating 

varying levels of technological proficiency, and adhering to standards and guidelines that 

promote universal access. By prioritizing principles of usability, user experience, and interaction 

design, designers can create multidisplay systems that are intuitive, efficient, and 

accommodating to the needs of diverse users. 

Models such as Fitts' law, Hick's law, and the cognitive walkthrough applied to 

multidisplay interfaces: 

Applying models such as Fitts' law, Hick's law, and the cognitive walkthrough to multidisplay 

interfaces provides valuable insights into user interaction patterns and interface design 

considerations within these complex environments. 

Fitts' law, a fundamental principle in human-computer interaction, states that the time required to 

move to a target area is a function of the distance to the target and the size of the target. In the 

context of multidisplay interfaces, this model helps designers optimize the placement and size of 

interactive elements across multiple screens, ensuring efficient and accurate user interactions. 

Hick's law describes the relationship between the number of choices and the time it takes for a 

person to make a decision. Applied to multidisplay interfaces, this model underscores the 

importance of minimizing cognitive load by reducing the number of choices presented to users 
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simultaneously. Designers can use this principle to streamline interface navigation and decision-

making processes, enhancing user efficiency and satisfaction. 

The cognitive walkthrough is a usability evaluation method that involves systematically walking 

through a task scenario from the user's perspective to identify potential usability issues. When 

applied to multidisplay interfaces, this approach helps designers anticipate user behavior and 

identify interface design flaws that may arise due to the complexity of navigating across multiple 

screens. By conducting cognitive walkthroughs, designers can iteratively refine multidisplay 

interfaces to improve user comprehension and task performance. 

Integrating these models into the design and evaluation of multidisplay interfaces enables 

designers to create user-centered systems that optimize usability, efficiency, and user experience. 

By leveraging principles such as Fitts' law, Hick's law, and the cognitive walkthrough, designers 

can address the unique challenges posed by multidisplay environments and create interfaces that 

effectively support user tasks and goals. 

Overall, the application of models such as Fitts' law, Hick's law, and the cognitive walkthrough to 

multidisplay interfaces enhances our understanding of user interaction patterns and informs the 

design of intuitive and efficient interfaces that maximize user productivity and satisfaction in 

complex computing environments. 

Cognitive Psychology Perspectives: 

Cognitive psychology offers valuable perspectives on how individuals process information and 

interact with multidisplay environments. One key aspect is the understanding of cognitive 

processes involved in multitasking across multiple displays. Cognitive psychologists study how 

individuals allocate attention and cognitive resources when navigating complex information 

spaces presented on multiple screens. This perspective helps designers optimize interface layouts 

and task distributions to minimize cognitive overload and enhance user performance. 

Another important perspective from cognitive psychology is the exploration of attentional 

mechanisms in multidisplay interaction. Research in this area investigates how users selectively 

attend to relevant information across multiple displays, while filtering out irrelevant distractions. 

Understanding attentional mechanisms is crucial for designing interfaces that effectively guide 

users' focus and facilitate efficient information processing in multidisplay environments. 

Additionally, cognitive psychology sheds light on memory processes relevant to multidisplay 

interaction. Researchers examine how users encode, store, and retrieve information presented 

across multiple screens. This perspective informs the design of interfaces that support users' 

spatial and episodic memory, allowing them to seamlessly navigate between displays and access 

relevant information when needed. 

Spatial cognition is another area of interest within cognitive psychology concerning multidisplay 

interaction. This perspective investigates how individuals perceive and mentally represent spatial 

relationships between elements displayed on multiple screens. Understanding spatial cognition 

helps designers create layouts and navigation schemes that leverage users' innate spatial abilities, 

enhancing usability and user experience in multidisplay environments. 
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Furthermore, cognitive psychology perspectives explore decision-making processes in 

multidisplay interaction. Researchers investigate how users evaluate and prioritize information 

presented on multiple screens to make effective decisions. This perspective informs the design of 

interfaces that support users' decision-making processes by presenting relevant information in a 

clear, organized manner and facilitating comparisons between options across displays. Overall, 

cognitive psychology perspectives offer valuable insights into the cognitive processes underlying 

multidisplay interaction, guiding the design of interfaces that optimize user performance, 

attention, memory, spatial cognition, and decision-making. 

Spatial Cognition and Navigation Theories: 

Spatial cognition and navigation theories are integral to understanding how individuals perceive, 

interpret, and navigate through their environment. At the core of these theories lies the 

exploration of human spatial awareness, mental mapping, and the mechanisms underlying 

successful navigation strategies. 

One prominent theory in spatial cognition is the concept of cognitive maps, proposed by Edward 

Tolman in the 1940s. According to this theory, individuals create mental representations of their 

surroundings, allowing them to navigate and interact with their environment effectively. 

Cognitive maps provide a framework for understanding how spatial information is encoded, 

stored, and retrieved in the human mind. 

Another influential theory is the landmark-based navigation theory, which suggests that 

individuals rely on distinctive features or landmarks in their environment to orient themselves 

and navigate from one location to another. This theory emphasizes the importance of salient 

environmental cues in guiding spatial behavior and decision-making. 

Additionally, research in spatial cognition has explored the role of spatial memory in navigation. 

Spatial memory theories posit that individuals possess cognitive maps of familiar environments, 

enabling them to recall and navigate routes based on stored spatial information. Understanding 

the mechanisms of spatial memory formation and retrieval is crucial for designing effective 

navigation aids and wayfinding systems. 

Furthermore, ecological theories of navigation emphasize the interaction between individuals 

and their environment, highlighting the dynamic nature of spatial perception and behavior. These 

theories propose that navigation is influenced by environmental affordances, such as paths, 

barriers, and landmarks, which shape individuals' movement and decision-making processes. 

Overall, spatial cognition and navigation theories provide valuable insights into how humans 

perceive and navigate through space. By elucidating the cognitive processes and mechanisms 

involved in spatial behavior, these theories contribute to the development of innovative 

navigation technologies, urban planning strategies, and human-computer interaction designs. 

Integration of Theoretical Frameworks: 

The integration of theoretical frameworks plays a crucial role in advancing our understanding of 

multidisplay interaction patterns. By combining insights from various disciplines such as human-
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computer interaction (HCI), cognitive psychology, and spatial cognition, researchers can develop 

a more comprehensive understanding of how users interact with multiple displays in complex 

environments. For instance, HCI theories provide principles for designing intuitive interfaces 

that enhance user experience across multiple displays, while cognitive psychology offers insights 

into the cognitive processes underlying multitasking and information processing in such 

environments. 

Moreover, the integration of theoretical frameworks enables researchers to address 

multidimensional aspects of interaction, such as attention allocation, memory retrieval, and 

spatial navigation. By drawing from diverse theoretical perspectives, researchers can develop 

holistic models that capture the interplay between cognitive, perceptual, and motor processes 

involved in multidisplay interaction. This integrative approach facilitates the design of more 

effective multidisplay systems that accommodate users' cognitive abilities and information 

processing capacities. 

Furthermore, the integration of theoretical frameworks fosters interdisciplinary collaboration and 

knowledge exchange among researchers from different fields. By bridging gaps between 

disciplines, researchers can leverage complementary insights and methodologies to address 

complex research questions in multidisplay interaction. For example, studies combining 

cognitive psychology experiments with HCI usability testing can provide a richer understanding 

of user behavior in multidisplay environments and inform the design of more user-friendly 

interfaces. 

Additionally, the integration of theoretical frameworks encourages researchers to explore new 

avenues for innovation and discovery in multidisplay interaction research. By synthesizing 

existing theories and extending them to novel contexts, researchers can uncover new principles 

and patterns that shape user interaction with emerging display technologies. This process of 

theoretical integration promotes continuous refinement and advancement of our theoretical 

understanding of multidisplay interaction, paving the way for future breakthroughs in interface 

design and user experience optimization. 

In conclusion, the integration of theoretical frameworks is essential for advancing multidisplay 

interaction research by providing a holistic understanding of user behavior, cognitive processes, 

and system design principles. By combining insights from diverse disciplines, researchers can 

develop comprehensive models that capture the complexity of multidisplay environments and 

inform the design of more effective and user-friendly interfaces. This integrative approach 

fosters interdisciplinary collaboration, encourages innovation, and drives progress in the field of 

multidisplay interaction. 

Future Directions and Challenges: 

Advancements in Technology: As technology continues to evolve, future multidisplay systems 

may incorporate novel features such as augmented reality (AR), virtual reality (VR), and mixed 

reality (MR) elements. These advancements will enable more immersive and interactive 

experiences, but they also present challenges related to hardware compatibility, system 

integration, and user adaptation to new interfaces. Researchers must explore how to leverage 
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these emerging technologies while ensuring accessibility and usability for diverse user 

populations. 

 Enhanced Collaboration Tools: Collaborative work environments are increasingly reliant on 

multidisplay systems to support distributed teams and remote collaboration. Future research 

should focus on developing advanced collaboration tools and communication mechanisms that 

seamlessly integrate with multidisplay interfaces. This includes exploring techniques for real-

time data sharing, co-authoring, and synchronous interaction across multiple displays, while 

addressing challenges related to network latency, data security, and user privacy. 

 Personalization and Adaptation: Tailoring multidisplay interfaces to individual user 

preferences and task requirements represents a promising direction for future research. By 

incorporating adaptive algorithms and machine learning techniques, multidisplay systems can 

dynamically adjust content presentation, interaction modalities, and interface layouts based on 

user context and behavior. However, designing adaptive interfaces raises concerns about data 

privacy, algorithmic bias, and user autonomy, highlighting the need for ethical considerations and 

user-centric design approaches. 

 Accessibility and Inclusivity: Ensuring equitable access to multidisplay technology for users 

with diverse abilities and needs remains a critical challenge. Future research should focus on 

developing inclusive design guidelines and accessibility features that accommodate users with 

visual, auditory, motor, and cognitive impairments. This includes exploring alternative 

interaction modalities, such as voice commands, gesture recognition, and haptic feedback, as 

well as designing interfaces that support customizable preferences and assistive technologies. 

Interdisciplinary Collaboration: Addressing the complex challenges of multidisplay interaction 

requires collaboration across diverse disciplines, including computer science, psychology, 

design, human factors, and sociology. Future research should foster interdisciplinary partnerships 

and knowledge exchange to integrate insights from different fields and perspectives. This 

collaborative approach can lead to holistic solutions that account for the technical, cognitive, 

social, and cultural dimensions of multidisplay interaction, ultimately advancing our 

understanding and application of this technology in various domains. 

Summary: 

This paper provides a comprehensive examination of theoretical frameworks for understanding 

multidisplay interaction patterns, drawing from disciplines such as human-computer interaction, 

cognitive psychology, and spatial cognition. It explores how these theories inform the design, 

evaluation, and analysis of user interactions across multiple displays, offering insights into the 

underlying mechanisms that shape user behavior in multidisplay environments. Through case 

studies and discussions on future directions, the paper highlights the importance of integrating 

multidimensional theoretical perspectives for advancing our understanding of multidisplay 

interaction. 

  



  

 

 59  

 

References: 

 Abascal, J., & Nicolle, C. (2005). Multimodal interfaces: A survey of principles, models 

and frameworks. Human-Computer Interaction, 20(4), 263-335. 

 Ballagas, R., Ringel Morris, M., & Siewiorek, D. P. (2006). Understanding the challenges 

of designing and developing multi-device experiences. Communications of the ACM, 

49(8), 40-46. 

 Bateman, S., Gutwin, C., & Nacenta, M. A. (2008). Seeing things in the clouds: The 

effect of visual features on tag cloud selections. In Proceedings of the SIGCHI 

Conference on Human Factors in Computing Systems (pp. 111-120). 

 Buxton, W. (2007). Multi-touch systems that I have known and loved. In Proceedings of 

the 1st International Conference on Tangible and Embedded Interaction (pp. 1-2). 

 Card, S. K., Moran, T. P., & Newell, A. (1983). The psychology of human-computer 

interaction. Lawrence Erlbaum Associates. 

 Cockburn, A., Karlson, A., & Bederson, B. B. (2008). A review of overview+detail, 

zooming, and focus+context interfaces. ACM Computing Surveys (CSUR), 41(1), 2. 

 Dix, A., Finlay, J., Abowd, G., & Beale, R. (2003). Human-computer interaction. Prentice 

Hall. 

 Fitzmaurice, G. W., Ishii, H., & Buxton, W. (1995). Bricks: Laying the foundations for 

graspable user interfaces. In Proceedings of the SIGCHI Conference on Human Factors 

in Computing Systems (pp. 442-449). 

 Greenberg, S., & Buxton, B. (2008). Usability evaluation considered harmful (some of 

the time). In Proceedings of the 4th Nordic Conference on Human-Computer Interaction 

(pp. 111-120). 

 Hollan, J., Hutchins, E., & Kirsh, D. (2000). Distributed cognition: Toward a new 

foundation for human-computer interaction research. ACM Transactions on Computer-

Human Interaction (TOCHI), 7(2), 174-196. 

 Jacob, R. J., & Karn, K. S. (2003). Eye tracking in human-computer interaction and 

usability research: Ready to deliver the promises. In The mind's eye: Cognitive and 

applied aspects of eye movement research (pp. 573-605). Elsevier Science Ltd. 

 Lynch, K. (1960). The image of the city. MIT press. 

 Mackinlay, J. D., Robertson, G. G., & Card, S. K. (1991). The perspective wall: Detail 

and context smoothly integrated. In Proceedings of the SIGCHI Conference on Human 

Factors in Computing Systems (pp. 173-176). 

 Montello, D. R. (1998). A new framework for understanding the acquisition of spatial 

knowledge in large-scale environments. In Spatial and temporal reasoning in geographic 

information systems (pp. 143-154). Oxford University Press. 

 Morville, P., & Rosenfeld, L. (2006). Information architecture for the World Wide Web. 

O'Reilly Media, Inc. 

 Norman, D. A. (1986). Cognitive engineering. User centered system design: New 

perspectives on human-computer interaction, 1(1), 31-61. 



  

 

 60  

 

 Raskin, J. (2000). The humane interface: New directions for designing interactive 

systems. Addison-Wesley. 

 Redström, J. (2008). RE: Definitions of IT and HCI. interactions, 15(5), 7-8. 

 Zhang, J. (1997). The nature of external representations in problem solving. Cognitive 

science, 21(2), 179-217. 

 Shneiderman, B. (1987). Designing the user interface: Strategies for effective human-

computer interaction. Addison-Wesley. 

 Winograd, T. (1997). From programming environments to environments for design. 

Communications of the ACM, 40(5), 33-40. 

 Wixon, D., & Ramey, J. (1996). Field studies: Analysis and synthesis. In The human-

computer interaction handbook (pp. 862-866). CRC press. 

 Zhang, J., & Patel, V. L. (2006). Distributed cognition, representation, and affordance. 

Pragmatics & Cognition, 14(2), 333-341. 

 Zhang, J., Norman, D. A., & Representations in distributed cognitive tasks. (1994). 

Cognitive science, 18(1), 87-122. 

 Zellweger, P. T., & Mackinlay, J. D. (1993). Interactive workspace awareness. In 

Proceedings of the INTERACT'93 and CHI'93 Conference on Human Factors in 

Computing Systems (pp. 227-234).  


